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1 Inštitut za matematiko, fiziko in mehaniko
Oddelek za teoretično rǎcunalnǐstvo

Jadranska 19, 1000 Ljubljana, Slovenia
vladimir.batagelj@uni-lj.si , matjaz.zaversnik@fmf.uni-lj.si ,

simona.cerne@uni-lj.si
WWW: http://www.educa.fmf.uni-lj.si/datana
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Abstract. In the paper we present an approach to clustering large datasets of
mixed units described by symbolic objects in form of histograms of values of
variables. For visualization of (large) hierarchies and pyramids we present two
solutions: hyperbolic display and flags.
The hyperbolic display is an example of fish-eye displays that allow a closer look
at the data in the selected neighborhood put into the context of the global view.
It allows simultaneous view of complete pyramidal or hierarchical clustering and
detailed inspection of selected region inside pyramid or hierarchy. It also repre-
sents a ’map’ structure over clusters. Selected nodes (clusters) can be represented
and compared using other representations.
Flags are a visual display in form of a graphical table (rows represent units/clusters,
columns represent variables). Each cell is colored with a color assigned to the cell
value. The third dimension can be used to display the frequencies of values. The
power of the flags is in the interactive system for their manipulation. The hierar-
chical flags can be used also to perform ’visual’ – semi-manual clustering.
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1 Clustering large datasets

Advanced methods of data analysis are mostly appropriate only for datasets of moderate
size. To apply them to (very) large datasets we usually first reduce the data to an accept-
able size. For this purpose clustering is usually used: a large datasets is clustered into
a smaller, tractable number of clusters. Afterward the properties and representatives of
the obtained clusters are determined. These representatives are used as units (symbolic
objects (SO) [7]) in the further analyses. For clustering large datasets some variant of
leaders method (for examplek-means [8]) is usually used. Most of these methods can
deal only with units with variables measured in numerical scales. In [11] we proposed



an approach for clustering large datasets ofmixed(nonhomogeneous) units – units de-
scribed by variables measured in different types of scales (numerical, ordinal, nominal).

The basic idea of our approach is to describe all units and clusters in a uniform
way by frequency distributions of values of their variables. They are constructed as
follows. Let C = {C} be a clustering of the basic set of unitsE, C 6= ∅, C ⊆ E.
We partition the range of the variableV into k(V ) classes{V1, V2, V3, · · · , Vk−1, Vk}.
Then the distribution(pi) for the clusterC and variableV is determined by the relative
frequencies

pi ≡ p(i, C;V ) =
q(i, C;V )

n(C)
for i = 1, . . . k(V )

wheren(C) = cardC and

Q(i, C;V ) = {Y : Y ∈ C with the value in thei-th class, V (Y) ∈ Vi},
q(i, C;V ) = cardQ(i, C;V ).

In the implementations of methods based on this representation we store thehistograms:
(n(C), q(1, C;V ), q(2, C;V ), q(3, C;V ), · · · , q(k − 1, C;V ), q(k,C;V )).

Such a description has two important properties:

– it requires a fixed space per variable;
– it is compatiblewith merging of clusters – knowing the description of two dis-

joint clusters,C1 ∩ C2 = ∅, we can, without additional information, produce the
description of their union.

q(i, C1 ∪ C2;V ) =
n(C1)q(i, C1;V ) + n(C2)q(i, C2;V )

n(C1) + n(C2)

On the basis of this representation, the adapted versions of leaders method, adding
method, and hierarchical agglomerative method were developed and implemented.

We get the description of a single unitX as

p(i, {X};V ) =
{

1 V (X) ∈ Vi

0 otherwise

Suppose that the descriptions of units consist ofm variables. To develop a clustering
procedure for their analysis we first define the dissimilarity between two unitsX1 and
X2 as the weighted sum of the dissimilarity between them on each variableV

d(X1,X2) =
m∑

j=1

αj d(X1,X2;Vj),
m∑

j=1

αj = 1

where

d(X1,X2;V ) =
1
2

k(V )∑
i=1

|p(i,X1;V )− p(i,X2;V )|



or

d(X1,X2;V ) =
1
2

k(V )∑
i=1

(p(i,X1;V )− p(i,X2;V ))2.

Here,αj ≥ 0 (j = 1, . . . ,m) are weights, which can be equal for all variables,αj = 1
m ,

or different if we have same information about their importance or interdependance.
They could be also used for ’learning’. Because the units and clusters are represented in
the same way we also use so defined dissimilarity for defining the dissimilarity between
two clusters.

Finally we define theclustering problemas an optimization problem:

Find a clusteringC? for which

P (C?) = min
C∈Φ

P (C).

For the criterion function measuring the goodness of a clusteringC we use

P (C) =
∑
C∈C

∑
X∈C

d(X, L(C)),

whereL(C) = [s(i, L;V )] represents the leader (representative) of the clusterC. L(C)
is also a distribution.

1.1 The adapted leaders method

The proposed method for clustering very large datasets is a variant of thedynamic
clustering method[5] and can be shortly described with the following procedure:

determine an initial clustering
repeat

determine leaders of the clusters;
assign each unit to the nearest leader – producing a new clustering

until the process stabilizes.

It can be proved that for the first selected criterion function the optimal leaders are
determined with maximal frequencies

s(i, L;V ) =
{

1
t i ∈ M
0 otherwise

whereM = {j : q(j, C;V ) = maxi q(i, C;V )} andt = cardM ; and for the second
with average distributions

s(i, L;V ) =
1

n(C)

∑
X∈C

p(i,X;V )

This provides an easy interpretation of the clustering results.



1.2 The agglomerative hierarchical clustering method

After reducing, with the leaders method, the dataset to some hundreds of representatives
of the obtained clusters we can produce a hierarchical clustering on them,H = ∪Ck,
using the standardagglomerative hierarchical clustering method:

each unit is a cluster:C1 = {{X}:X ∈ E} ;
they are at level0: h({X}) = 0, X ∈ E ;
for k := 1 to n− 1 do

determine the closest pair of clusters
(p, q) = argmini,j:i 6=j{d(Ci, Cj):Ci, Cj ∈ Ck} ;

join them
Ck+1 = Ck \ {Cp, Cq} ∪ {Cp ∪ Cq} ;
h(Cp ∪ Cq) = d(Cp, Cq)

endfor

We can also produce a pyramid on them [3]. The pyramidal clustering is an extension
of the hierarchical model. The main difference is that a cluster/unit in a pyramid can
belong at most to two clusters. The graph of pyramidal structure is planar. For details
see [6].

For clustering very large datasets into several hundreds of clusters and producing a
hierarchy on them the adding clustering method can be applied [12].

2 Visualization of hierarchies and pyramids

There exist several solutions for visualization of hierarchies: Windows directory tree,
Tree map [10], Pyramidal representation Cheops [2], Cone tree [16], Hyperbolic display
2D [13, 9] and 3D [14]. See also OLIVE [15].

In the paper we present two approaches to visualization of large hierarchies suitable
for data analysis:hyperbolic displayandflags.

2.1 Example

In the following we shall use as a (small) example dataset the data about 27 different
types of food (see Table 1; [8]). They are described by 5 numeric variables: Food En-
ergy, Protein, Fat, Calcium, and Iron. Values of variables were encoded according to six
equidistant classes between their minimal and maximal values.

variable unit min mean max
Energy cal 45 207.4 420
Protein g 7 19.0 26
Fat g 1 13.5 39
Calcium mg 5 43.96 367
Iron mg 0.5 2.38 6



Table 1.Types of Food with Encoding

No Food Engy Prot Fat Calc Iron Codes
1 Beef, braised 340 20 28 9 2.6 5 5 5 1 3
2 Hamburger 245 21 17 9 2.7 4 5 3 1 3
3 Beef, roast 420 15 39 7 2.0 6 3 6 1 2
4 Beef, steak 375 19 32 9 2.6 6 4 5 1 3
5 Beef, canned 180 22 10 17 3.7 3 5 2 1 4
6 Chicken, broiled 115 20 3 8 1.4 2 5 1 1 1
7 Chicken, canned 170 25 7 12 1.5 2 6 1 1 2
8 Beef heart 160 26 5 14 5.9 2 6 1 1 6
9 Lamb leg, roast 265 20 20 9 2.6 4 5 3 1 3

10 Lamb shoulder, roast 300 18 25 9 2.3 5 4 4 1 2
11 Smoked ham 340 20 28 9 2.5 5 5 5 1 3
12 Pork, roast 340 19 29 9 2.5 5 4 5 1 3
13 Pork, simmered 355 19 30 9 2.4 5 4 5 1 3
14 Beef tongue 205 18 14 7 2.5 3 4 3 1 3
15 Veal cutlet 185 23 9 9 2.7 3 6 2 1 3
16 Bluefish, baked 135 22 4 25 0.6 2 5 1 1 1
17 Clams, raw 70 11 1 82 6.0 1 2 1 2 6
18 Clams, canned 45 7 1 74 5.4 1 1 1 2 6
19 Crabmeat, canned 90 14 2 38 0.8 1 3 1 1 1
20 Haddock, fried 135 16 5 15 0.5 2 3 1 1 1
21 Mackerel, broiled 200 19 13 5 1.0 3 4 2 1 1
22 Mackerel, canned 155 16 9 157 1.8 2 3 2 3 2
23 Perch, fried 195 16 11 14 1.3 3 3 2 1 1
24 Salmon, canned 120 17 5 159 0.7 2 4 1 3 1
25 Sardines, canned 180 22 9 367 2.5 3 5 2 6 3
26 Tuna, canned 170 25 7 7 1.2 2 6 1 1 1
27 Shrimp, canned 110 23 1 98 2.6 2 6 1 2 3



3 Hyperbolic display

The idea of hyperbolic display [13, 9, 4] is applied for visualization of large pyramids
[1] and hierarchies and extended with some subject specific options. The hyperbolic
display is an example of fish-eye displays that allow a closer look at the data in the se-
lected neighborhood put into the context of the global view. It allows simultaneous view
of complete pyramidal or hierarchical clustering and detailed inspection of selected re-
gion inside pyramid or hierarchy. It also represents a ’map’ structure over clusters.
Selected nodes (clusters) can be represented and compared using other representations
for individual SO. Both, hierarchies and pyramids are represented by planar graphs.

Fig. 1.Small Hierarchy – Food Types

The hyperbolic display is implemented in Java using 3D Master Suite [17] – an
extension of the Open Inventor [18] for Windows.

In Figure 1 a (small) hierarchy over Food types is displayed. Besides the general
functionalities (left-right / up-down / in-out moves, . . . ) of the OpenInventor the left
side of the window provides a control panel with the following options:

– show border: switches the display of the border – circle representing the hyper-
bolic plane;

– show labels: switches the display of labels of units;
– move to center(selects a state): click on a node will move the selected node to the

center;



Fig. 2.Large Pyramid – 1347 nodes / 500 leaves

– show properties(selects a state): click on a node will display in a separate window
the detailed information (table or simple star) about the selected node;

– show range(selects a state): click on a node will show, by an arc on the border, the
range – set of leaves covered by the selected node in the given pyramid/hierarchy;

– show basin(selects a state): click on a node will show, by recoloring, the set of all
nodes covered by the selected node;

– compare(selects a state): for the selected pair of nodes will compute and display
their dissimilarity;

– rename(selects a state): allows to give names to internal nodes.

The next two buttons provide shortcuts tomove the root to the centerand toclear
all ranges. The last button opens a special window in which we can change different
settingsof the hyperbolic display.

In Figure 1 we can also see an example of the tabular display of the properties of
selected nodes (marked by labels of different color).



Fig. 3.Large Pyramid – two moves

In Figure 2 a hyperbolic display of large pyramid with 1347 nodes (500 leaves) is
presented. On it we can see alsorangesof 3 selected nodes (the node and the corre-
sponding arc colored with the same color) and thebasinof selected node (black nodes).

In Figure 3 two different views of the pyramid obtained by moving selected nodes
into the center are presented. We obtain a detailed view on the neighborhood of the
selected node. The other possibility for detailed inspection of a part of pyramid is to
zoom-in, as shown in Figure 4.

3.1 Generating random pyramids

For testing the hyperbolic display we developed a special program for generating ran-
dom pyramids / hierarchies. It is based on the random joining ofhooksof partial pyra-
mids.

We start with a list ofn units (leaves) – each having a hook.

1 2 3 n -1 n

Afterward we repeat until the pyramid is built, the following:



Fig. 4.Large Pyramid – zoom in

– with probabilityp select the first (else select the second) of the two rules
thetree rule:

i j

and thepyramid rule :

i i+2

– determine the random positioni in the current list of hooks (and, in the case of non
binary tree rule, also the numberk of hooks to be joined,j = i + k − 1) and apply
the selected rule.



The pyramid displayed in Figure 2 was obtained by this procedure.

4 Flags

This representation was initially developed for visualization of partitions of large data-
sets obtained by leader’s method described in the first section (based on the uniform
representation of a cluster by histograms). Later the concept was extended to hierarchies
and to some other types of descriptions of distributions of values of variables that have
the property that the description of the union of two disjoint clusters can be obtained
from their descriptions. Besides histogram, such descriptions are, for example, mean
value and mean value with range.

Mean value: (n(C),m(C)):

m(C) =
1

n(C)

∑
X∈C

V (X), n(C) = |C|, n(C1 ∪ C2) = n(C1) + n(C2)

m(C1 ∪ C2) =
n(C1)m(C1) + n(C2)m(C2)

n(C1 ∪ C2)

Mean value with range: (n(C),min(C),m(C),max(C))

min(C1 ∪ C2) = min(min(C1),min(C2))
max(C1 ∪ C2) = max(max(C1),max(C2))

Flags are essentially a graphical display of the encoded table where each cell is
colored with a color(s) (or level(s) of gray) assigned to the cell value(s). They are based
on visual comparison of units (table rows). A more informative display can be obtained
if we reorder the units according to some clustering.

In the case of large datasets such representation is not manageable any more. But
we can reduce its size by replacing some clusters with their representatives. The things
become even more interesting if a hierarchy over a given dataset is known. So extended
flags combine global view with detailed local view. By interactively drilling into the
hierarchy we can expose selected units in their contexts.

In Figure 5 a representation with flags of part of Food types is presented.
Flags are also implemented in Java using 3D Master Suite. They provide an inter-

active system for producing and manipulating hierarchical flags over large datasets. If
no hierarchy is given, the trivial partition (a one level hierarchy) – each unit is a cluster,
is assumed.

The hierarchical flags display consists, besides the table with names of rows (clus-
ters/units) and columns (variables), of additional information about the position of rows
in the hierarchy:

– level of the cluster/unit in the hierarchy starting from units (level 0) (first number
in the panel);

– number of units in the cluster (second number in the panel); and
– type – unit, cluster, context.

Context is the complement of selected elements – union of non selected units/clusters.



Fig. 5.Flags – Food types

Fig. 6.Flags – Three clusters

There are three groups of options:



Fig. 7.Flags – 3D

Settings: general: palettes, fonts, sizes.

Column options:

– include variable;
– exclude variable;
– move variable (reorder);
– info about variable;
– change variable settings (encoding, palette, . . . );
– display variable (separate display: histogram, text, . . . ).

Row options:

– open/enter cluster (all new clusters/units have type context);
– close/exit cluster;
– change type (context, selected/show);
– reduce context;
– rename cluster;
– move row (reorder respecting hierarchy);
– display cluster (separate display: star, text, . . . ).

The option reduce context collects all clusters/units marked with context into a single
contextual cluster. It can be done level by level or iteratively over several levels.



Additional options: The hierarchical flags can be used also to perform ’visual cluster-
ing’ – semi-manual clustering. We start with trivial partition and analyzing the data we
manually build the hierarchy. To support this some additional options are needed:

– show only / hide units/clusters with values of variable in the set;
– order (inside clusters) on the values of the variable;
– join selected two units/clusters into a new cluster;
– move unit/cluster into cluster;
– flatten selected cluster;
– compute the dissimilarity between selected clusters.

For non binary hierarchies the option open cluster can increase the size of the picture
considerably. To remain in control we can assign to each open a ’window’ (with slider
or rotation) of some maximal size for the display of the son-rows.

In Figure 7 the use of the third dimension for presenting the relative frequencies of
cell values is presented.

In the current implementation of flags contexts and additional options are not sup-
ported yet.
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